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o_RA N O-RAN ALLIANCE’s mission is to re-shape the RAN industry towards more intelligent, open,
AL LI AMNGIE virtualized and fully interoperable mobile networks.
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YOUR CHALLENGE
The scale, density, and complexity of 5G RAN

5G networks require more RAN nodes than previous generations, presenting new challenges.

Total cost of ownership Coverage efficiency

Manageability

With thousands or tens of thousands of nodes
needed, maintenance and power costs rise
exponentially

5G operators need to deliver maximum
coverage with the fewest possible hardware
resources

Operators need automation and orchestration
features to manage the extensive scale of a
distributed cloud deployment

WNDRVRR
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Capture your share of the 5G opportunity with our integrated solution

Total cost of ownership

» True single edge node, dual node for high availability

« Single core use — No one else in the industry can do this, up to
50% savings in cost

» Operational savings

« Container or VM at the edge

» Control and Worker in the same stack

Coverage efficiency

» High Performance Linux Platform — Lowest latency in the indusﬁ
at ~7usec and 50% increase in throughput as compared to the

Manageability

competition

» Live software upgrades

« Single Pane of Glass

* Professional services for design, deployment, and management
of cloud native wireless network

Technology Differentiators
“v

 Distributed Cloud

» Scalable — up to 1000 sub-clouds per controller.

» Complete solution — Container management with end-to-
end automation and analytics

« Zero Touch Provisioning (ZTP)

» Interoperability — Open-source stack,

Experience and credibility

« The ONLY commercially deployed 5G vVRAN solution in
the world

» Verizon currently running 1000’s of sites carrying
commercial traffic meeting 5 9’s reliability and
performance KPIs

* Only company in the world with 3+ years of Services -
designing, deploying and running commercial cloud native
wireless network
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Operator Capabilities
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Cloud Architecture

Studio Cloud Platform Software Architecture
Open source, cloud-native distributed edge solution

Hosted container workloads Containerized Openstack for VM workloads
—
a Q CONTAINER CONTAINER  * CONTAINER - openstack, VM
Docker A >~ .
Kubernetes & - . Armada HELM o VM

Infrastructure Registry A ~NA AK Distributed
orchestration edge cloud
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Host Fault Software Configuration Service
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Low latency Linux



QlEa|Ho| BaLSE ZHE S 0fE 7 56 O-RAN (O-CLOUD)S] CH Al WNDRVIR
Ih Sl AL}

x4 Zz2lE X9 : Single Node A

Wind River Cloud Platform= A{H{ $tCH 2 K8S Cluster 78 O

Applications

Kubernetes Platform

2
Platform S

Linux
Intel Xeon Server

WRCP

Applications

Kubernetes Platform

Platform (8 cores)

Linux

Intel Xeon Server

Intel Xeon Gold Cascade Lake
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Applications

Kubernetes

Platform

Platform (2 core)

Linux

Intel Xeon Server

Xl : Intel Xeon Gold Cascade Lake

Applications

Kubernetes Platform

(1 core)

Platform

Linux

Intel Xeon Server
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Ultra Low latency

é 5G 1msec
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X Cyclictest https://wiki.linuxfoundation.org/realtime/documentation/howto/tools/cyclictest/start



fEZH| SEHRFE EHE2 OE

7l 5G O-RAN (O-CLOUD)2| CH Al

s WNDRVR
30| FE AX| X 2= 2AHE X2

=

vDU

vDU E+£= vCU

@ Control

Control

Storage

Worker

SHLEO| AMH 2
K8S Cluster 7+

Storage

MHZ K8S Cluster T+

27} + 50 Worker ZH%t

—

Controller 2L} 0f
Worker 200 CH 77} X|




SIMPLIFIED INSTALLATION

Seed Host

ISO

g EZHo| EEtRE

ZTP FEATURES

* 1SO customized with parameters required to install

* (boot disk, install type, console, OAM IP address)

+ Bootstrap and Deploy done automatically in on Ansible
playbook

» Can run local or remote (CI/CD stream)
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Deploy
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Worker

Worker
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Deployment architecture of an O-RAN network

Orchestrator(s)
Cl/CD
Pipeline
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Verizon Needed a Software-Defined Interoperable Cloud-Native
Infrastructure for Its 5G Computing Demands

Wind River created a solution to help virtualize the edge network by moving to a cloud-
native, container-based virtualized architecture with standardized interfaces that lead to
greater flexibility, faster delivery of services, greater scalability, and improved cost

efficiency
© PREVIOUSLY © WIND RIVER SOLUTION
» Tightly integrated hardware & software » Software-defined, runs on standard servers
(CLOSED) (OPEN)
* Vendor lock-in * Interoperable, cloud-native
+ Deployment of new services in months / years + Deployment of new services in hours / days
+ Inflexible to new use cases » Configurable: opportunity for new revenue
streams
= \/ 5G VRAN: Verizon completed the first end-to-end fully virtualized 5G data f “Virtualizing the entire network from the core to the edge has been a massive,
verlzon session in the world to rapidly respond to customers’ varied latency and \ multi-year redesign effort of our network architecture that simplifies and
computing needs by providing the foundation for wide-scale mobile edge » modernizes our entire network”

computing and network slicing
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Tomorrow, Together

verizon’ m o vodafone

2020 ~ 2022 DEPLOYED 2021 2021
SELECTED SELECTED
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